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Machine Learning and Deep Learning



Syllabus

 Date/Time & Location

• Class: College Bld. C 104

• Mon/Wed 13:00-14:30

 Class website

• https://sundong.kim/courses/mldl23f

 Online forum

• Ed discussion 

• Gradescope for assignments

 More information on class website.
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https://sundong.kim/courses/mldl23f


Textbook

 An Introduction to Statistical Learning
with Application in Python (2023)
(PDF available at: https://www.statlearning.com/) 

 References
• The Elements of Statistical Learning, (Hastie et al, 2017)

https://hastie.su.domains/ElemStatLearn/

• Probabilistic Machine Learning – An Introduction
(Murphy, 2023)
https://probml.github.io/pml-book/book1.html
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Good News

 Machine Learning and Deep Learning (MLDL) course will also be 
held every semester! 

 I encourage students who are not yet prepared to attend the 
course next semester.
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We assume that you know…

 Good understanding about probability theory

 Calculus and some Linear Algebra

 English writing

 Handy in python
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So, what is machine learning?
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Machine Learning

 Automating automation

 Getting computers to program themselves

 Writing software is the bottleneck

 Let the data do the work instead!
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Traditional Programming vs. Machine Learning
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Traditional Programming vs. Machine Learning
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OK, but more concrete?

Machine         Learning

Function Computing coefficients

ax+by+c = 0

How to compute the coefficient? = Machine Learning
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The goal of machine learning

 From data to predict the output for never seen input

Generalization
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Three axes of machine learning

 Data

 Tasks   What knowledge we seek from data?

 Models (Algorithms)
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Data

 Fully supervised

 Partially supervised
• Some variables missing sometimes

• Using a combination of labeled and unlabeled data

 Actively supervise/collect/sense data
• Having the learning system decide which examples to ask an oracle to label
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Datasets in this book - Wage Data
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Tasks

 Prediction Problems
• Estimate output given input
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Models that we will cover during classes

 Linear Regression

 Classification

 Resampling Methods 

 Model Selection & Regularization

 Moving beyond Linearity

 Tree-Based Methods

 Support Vector Machines

 Survival Analysis and Censored Data

 Unsupervised Learning

 Multiple Testing

 Deep Learning
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Machine Learning Problem Types

 Based on output: 
• Regression, Classification, Clustering, Embedding, ...

 Based on data: 
• Supervised, Unsupervised, Semi-supervised, Reinforcement Learning, ...

 Based on models: 
• Discriminative, Generative, 
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Machine learning problems

 Classification
• Data to discrete class label

• Predicting a class label

 Regression
• Predicting a numeric value

 Similarity
• Finding similar/dissimilar data

 Clustering
• Discovering structure in data

 Embedding
• Data to a vector

 Reinforcement Learning
• Training by feedback
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Machine learning problems

 Classification
• Data to discrete class label

• Predicting a class label

 Regression
• Predicting a numeric value

 Similarity
• Finding similar/dissimilar data

 Clustering
• Discovering structure in data

 Embedding
• Data to a vector

 Reinforcement Learning
• Training by feedback

Usually, supervised

Usually, unsupervised

Literally, RL
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Categorizing machine learning methods

 Supervised learning
• Train a model with data with label

 Unsupervised learning
• Train a model with data without label

 Semi-supervised learning
• Train a model with data with label for some

 Active learning
• Train a model with selected data with label

 Reinforcement learning
• Train a model with indirect label
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Supervised Learning Problem
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Objectives
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Unsupervised Learning
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NCI60 gene expression dataset – Hierarchical Clustering
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https://www.pnas.org/doi/epdf/10.1073/pnas.2331323100



NCI60 gene expression dataset – in 2D space
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Philosophy
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Applications
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Recommender system
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Spam Detection
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Virtual Assistant 
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Natural Language Processing
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Self-driving car – Computer Vision
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