
Thesis for Bachelor’s Degree

MC-LARC Benchmark to Measure LLM
Reasoning Capability

Shin, Donghyeon (‡ Ÿ⌅ / �&)

School of Electrical Engineering and Computer Science

Gwangju Institute of Science and Technology

2023



MC-LARC Benchmark to Measure LLM
Reasoning Capability

p�∏¥®xX î`•% …�| ⌅\

MC-LARC pt0K



MC-LARC Benchmark to Measure LLM
Reasoning Capability

Advisor : Professor Kim, Sundong

by

Shin, Donghyeon

School of Electrical Engineering and Computer Science

Gwangju Institute of Science and Technology

A thesis submitted to the faculty of Gwangju Institute of Science and

Technology in partial fulfillment of the requirements for the degree of

Bachelor of Science in Electrical Engineering and Computer Science

Gwangju, Republic of Korea

2023. 12. 22.

Approved by

Professor Kim, Sundong

Committee Chair



MC-LARC Benchmark to Measure LLM
Reasoning Capability

Shin, Donghyeon

Accepted in partial fulfillment of requirements
for the degree of Bachelor of Science

December. 22. 2023.

Committee Chair
Prof. Sundong Kim

Committee Member
Prof. Jeany Son



Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Chapter 1. Introduction 1

Chapter 2. Dataset 2

2.1 Original ARC Dataset . . . . . . . . . . . . . . . . . . . . . . . . 2

2.2 Text Data - LARC Dataset . . . . . . . . . . . . . . . . . . . . . 2

Chapter 3. Multiple Choice LARC (MC-LARC) Dataset 3

3.1 Refining Sentences Describing Input Images . . . . . . . . . . 3

3.2 Sentence Augmentation for Rules (Explanations) . . . . . . . 4

Chapter 4. Experiment and Results 6

4.1 Evaluation of MC-LARC - ChatGPT . . . . . . . . . . . . . . . 6

4.2 Evaluation of MC-LARC - Human . . . . . . . . . . . . . . . . 6

Chapter 5. Future Research Proposals 7

Chapter 6. Conclusions 8

Summary (\� î}8) 9

Acknowledgments (⇣¨X �) 10

Curriculum Vitae (}%) 11

References 12

ii



Chapter 1. Introduction

At the present moment, large language models have demonstrated high performance in various

natural language processing domains. However, there have been criticisms regarding the inferential

capabilities of these models [1]. Some prior research has evaluated the lack of inferential ability in large

language models based on their poor performance on the Abstraction and Reasoning Corpus (ARC)

dataset [2], which has been proposed as a benchmark for evaluating reasoning skills [3] [4][5]. However,

it is important to note that the process of evaluating the inferential ability of large language models in

tasks involves two stages: 1) inferring relationships between given data, and 2) generating sentences

to express those inferences. Therefore, ARC dataset may not serve as appropriate benchmarks for

assessing inferential abilities since they encompass both stages. Hence, in this paper, we aim to

propose a new dataset called MC-LARC (Multiple-Choice LARC) that allows for a more appropriate

evaluation of inferential abilities in large language models by focusing solely on the inferential task,

excluding the sentence generation phase.

Our MC-LARC dataset is based on ARC. The original ARC consists of small images represented

as two-dimensional matrices, and it presents a problem of inferring rules between input images and

output images. LARC (Language-complete ARC) [6] extended ARC by describing the input images

and rules in sentences, thus bridging the gap between ARC and natural language processing. However,

the existing LARC dataset su↵ered from the issue of being poorly refined and not containing su�cient

information about the problems, as it was collected in an uncontrolled environment through Amazon

Mechanical Turk crowdsourcing. To address this issue, we manually refined the existing LARC dataset

and then used this refined dataset along with the ChatGPT4-32k model to create the MC-LARC

dataset.

Figure 1.1: The goal is to infer the correct output image (on a blue background) by examining the
input and output images and deducing the underlying rule (on a white background).
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Chapter 2. Dataset

2.1 Original ARC Dataset

The Abstraction and Reasoning Corpus (ARC) dataset [2] was created for the purpose of mea-

suring the intelligence of computer systems. This dataset demands deep thinking and inference based

on complex prior knowledge such as mathematical abilities, geometric understanding, and topological

comprehension. Figure 1.1 provides an example of ARC data, where the goal is to derive a common

rule from three examples and apply it to infer the correct output image for a given test input image.

Each problem includes 2 to 5 pairs of input and output images as examples. The original ARC dataset

consists of 400 training data, 400 evaluation data, and 200 test data. ARC dataset is represented as

2-dimensional matrices, and when visualized, it looks like the image shown in Figure 1. The 400

training data are composed of di↵erent problems.

In creating the descriptive sentences for the input images in MC-LARC, which is proposed in this

research, we referred to the visualized original ARC input images as seen in Figure 1.

2.2 Text Data - LARC Dataset

The LARC dataset consists of descriptions for each of the 400 training data from the original

ARC dataset, including 1) descriptions of the input images and 2) descriptions of the rules between the

input and output images. Additionally, a confidence rating item was added to indicate how confident

the participants were in the sentences they provided.

However, the original LARC dataset has limitations in providing insu�cient information for

problem-solving. Also, the original LARC dataset was created by multiple non-experts, leading to

inconsistencies. For instance, there were cases where di↵erent expressions were used for the same

color pixels. Furthermore, despite high confidence ratings, there were instances of irrelevant text

being included in the descriptions, as seen in the left description of Figure 3.1, making the data

unreliable even when considering the confidence ratings. Therefore, the problem description section

of LARC was refined to contain meaningful information.
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Chapter 3. Multiple Choice LARC (MC-LARC)

Dataset

The proposed MC-LARC is a benchmark that resembles LARC in describing ARC problems but

in the form of multiple-choice questions, including incorrect answer choices. Similar to the original

LARC, it includes descriptions of input images and explanations of problem-solving rules. To address

the issues mentioned earlier with the original LARC, we first conducted a primary filtering of the

descriptions of input images and rule sentences using LARC’s confidence data. Then, we further

refined them through human-level verification. For the rule sentences, we constructed multiple-choice

questions consisting of one correct answer and four incorrect answers. The goal was to evaluate the

inferential ability of large language models by solving these multiple-choice questions, skipping the

text generation process.

LARC
Input Image Description

MC-LARC
Input Image Description

EXAMPLE
INPUT                                         OUTPUT

Figure 3.1: Based on the input image of the example problem below, we have modified the input
image description from the original LARC (top left) to the MC-LARC (top right).

3.1 Refining Sentences Describing Input Images

To create descriptions for the input images in MC-LARC, we conducted a refinement process for

the sentences describing input images from the existing 400 LARC instances. In order to rigorously

evaluate the model’s inferential abilities, we ensured that the descriptions for input images did not

imply the rules, and we refined the sentences based on five criteria: color, object information, numerical

details, geometry and topology, and common sense. Here is a detailed explanation of each criterion:
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1. Color: Considering that many problems in the ARC dataset are related to rules involving colors,

recognizing information about the colors of pixels is important. We included color information

accordingly.

2. Object Information: A significant portion of ARC problems is related to objects, with object

information being crucial for problem-solving in about 50% of the cases [3]. Objects can be

defined as sets of adjacent pixels, pixels of the same color, or similar patterns.

3. Numerical Details: Some problems require the recognition of pixel or object counts to be

solvable. Therefore, we included information about the number of pixels or objects to facilitate

the recognition of such details.

4. Geometry and Topology: For problems where the arrangement of pixels forms geometric

shapes like triangles and rectangles or involves spatial relationships between pixels, we described

this information.

5. Common sense: Information related to everyday physics concepts or patterns such as radial

patterns, checkered patterns, etc., was written based on common human knowledge.

3.2 Sentence Augmentation for Rules (Explanations)

To utilize the large language model ChatGPT4-32k, we augmented sentences (answers) in the

refined LARC with four additional distractor sentences that are similar in structure but completely

di↵erent in meaning, as shown in Figure 3.2.

In generating these distractors, our research imposed two major constraints at the prompt level.

Firstly, we prevented the creation of distractors by merely replacing words with synonyms, thus

avoiding generating incorrect answers that are simply synonymous. Secondly, we provided background

knowledge about the ARC dataset environment to minimize the generation of sentences that do not

fit the context of the ARC dataset. Through the prompts described above, we augmented distractor

sentences that are similar to the correct answers but have entirely di↵erent meanings.

Additionally, to prevent the large language model from identifying correct answers by recognizing

specific parts only present in the correct answers, we standardized the sentence format. For example, if

the correct answer sentence is described as ”To make the output, you have to...” and another distractor

is written as ”To transform into an output image, one must”, it’s possible to solve the problem by

just looking for the sentence ”To transform into an output image, one must”, without making the

necessary inferences. Similarly, we randomized the order of the correct answers. If one could guess

the correct answer based on its order, it would be di�cult to say that the model actually made an

inference.
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Figure 3.2: You can see the MC-LARC with one correct answer choice (Green background) and four
incorrect answer choices (Red background) for the example question.
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Chapter 4. Experiment and Results

In this research, we measured how well humans and a large language model (referred to as

MC-LARC) solve Multiple Choice Logical Reasoning Comprehension (MC-LARC) questions. We

compared the di↵erence in performance when providing hints about the input images and when not

providing any hints. Through this, we evaluated the quality of our MC-LARC by comparing it with

LARC.

4.1 Evaluation of MC-LARC - ChatGPT

I conducted language model experiments using GPT-4 provided by ChatGPT Plus. Currently,

ChatGPT Plus allows for attaching up to 4 images when asking questions, so I provided a maximum

of 4 input image-output image pairs.

The experiments were conducted in two ways, one with modified input image description data

and background knowledge explaining the ARC dataset, and the other without such background

knowledge.

Table 4.1: The (Image + Input description) and (Image) show the accuracy rates in solving questions
that involve selecting solutions for the ARC by providing the MC-LARC dataset. The (Original ARC
data) shows the accuracy rates when directly modifying the ARC’s 2D matrices.

Image + Input description Image Original ARC data

ChatGPT4 337/400 (84.25%) 316/400 (79.00%) -
GPT4-0613 - - 77/800 (9.625%)

Looking at the Table 4.1, ChatGPT-4 achieved approximately 80% accuracy in both cases. This

demonstrates a very high success rate when compared to prior research [5] that attempted to solve

the original ARC using large language models.

4.2 Evaluation of MC-LARC - Human

MC-LARC targeting humans showed an accuracy rate of 90.75%, which was higher than the

83.8% accuracy rate reported in prior research [7] on the ARC dataset.

Table 4.2: This is the result of the MC-LARC dataset experiment conducted on humans. The di�culty
levels were marked from 1 to 5, and the ratio of (# of correctly answered / # of questions) is
presented.

Di�culty 1 2 3 4 5

149/155 (96.1%) 91/102 (89.2%) 67/72 (93%) 38/41 (92.7%) 18/30 (60%)

Table 4.2 displays the distribution of di�culty ratings assigned by humans and the number of

correctly answered questions for a total of 400 questions.
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Chapter 5. Future Research Proposals

Firstly, we propose research on a model capable of generating descriptions for input images at a

human-level quality. During the refinement of the MC-LARC dataset, the cost was significant because

we manually reviewed and crafted selected sentences. Additionally, for evaluating performance in the

ARCathon [8], the test dataset lacks textual descriptions for input images, necessitating the need for

a model that can generate textual data directly. Therefore, we aim to implement an image captioning

model to overcome the aforementioned limitations and establish a foundation for transforming image

inference problems into text inference problems.

Finally, we intend to explore the use of a multimodal model structure that utilizes information

from both image and text data in solving ARC problems. Leveraging image information can enhance

the reasoning capabilities of large language models, and furthermore, by utilizing the parameters of

this model, we aim to build a model capable of generating images, ultimately aiming to solve ARC

problems e↵ectively.
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Chapter 6. Conclusions

In this research, we transformed ARC problems from image inference tasks into text inference

tasks. Additionally, taking into account the limitations of existing large language models in terms of

their inference capabilities, we proposed the MC-LARC multiple-choice question dataset, excluding

sentence generation tasks and focusing solely on evaluating inference abilities. Recognizing the po-

tential limitations in the reliability of the LARC dataset used for creating MC-LARC, we are aware

of the need for human-level evaluation and refinement of the dataset.

Nevertheless, through various e↵orts like MC-LARC, we aim to contribute to the exploration

of the strengths, weaknesses, and limitations of large language models as artificial general intelli-

gence (AGI). We anticipate that these contributions will further the development of artificial general

intelligence.
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Summary

MC-LARC Benchmark to Measure LLM Reasoning Capability

p�∏¥®x(LLM)@⌅¨�•¸©�‡àîxı¿•®xÖ»‰. X¿Ãp�∏¥®xt‰⌧

x⌅ ⇠�X î` •%D �¿‡ àî¿î D¡ ��¿¿ JX<p, ‰ë\ l� ƒâ⇠‡ àµ»‰.

0|⌧ p�∏¥®xt x⌅ ⇠�X î` •%D �¿‡ àî¿ …�XÏ xı|⇠¿•(AGI)\X �•

1D Ùtî É@ ⌘îX‰‡ ` ⇠ àµ»‰. t| ⌅t ¯ l–⌧î p�∏¥®xX î` •%D

�iXå …�X0 ⌅\ MC-LARC pt0KD lïX�µ»‰.

MC-LARC pt0K@ 0t– xı¿•X ¿•D !�X0 ⌅t Ã‰¥ƒ ARC pt0KD 0⇠

<\ Ã‰¥ƒ pt0KÖ»‰. X¿Ã 0tX ARC pt0K@ t¯¿ 0⇠ pt0K<\, ê¥–

πT⌧ p�∏¥®x– ¡⌘ \©X0 �i\ �‹� DŸ»‰. ⇣\ ARC pt0K 8⌧| t∞X0

⌅t⌧î �i\ �‹X �ıD ›1t|Xî ¥$¿t àµ»‰. tÏ\ \ƒ| ˘ıX0 ⌅XÏ MC-

LARC pt0K@ ê¥\ l1⌧ pt0K<\ Ã‰»<p, ›1 8⌧–⌧  › 8⌧\ ¿� ✏ U•

X�µ»‰.

MC-LARC pt0K@ ê¥| Ïh\ pt0KÖ»‰. p�∏¥®xX î` •%D …�Xî

©ƒ –Ã D»|, Multi-modal l, p�∏¥®x l– �˘�<\ \©` ⇠ àD É<\ 0�X‡

àµ»‰. Å˘�<\ x⌅ ⇠�X î` •%D ¿Ã xı¿• ®x\ òD� ¨å ò¸ ›�` ⇠ àî

xı|⇠¿•– ƒÏ` ⇠ à0| 0�X‡ àµ»‰.
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⇣ ¨ X �

|8 ë1D òL ⌘t⌧ )iX‡ ‰‰X ⌧å p∏D D|¿ J<‡ @ Ÿ ¿ƒP⇠ÿÿ ⇣¨

‹Ω»‰. ⇣\ ¿\ ‹⌅D ¥¥ |8 Ï¨| ⇣¸‡ êƒl P⇠ÿÿ ⇣¨‹Ω»‰. t x–ƒ hÿ

l\ i∞X, t�0, @$8, tπD ¯¨‡ ⌧å ƒ¿D ¸‡ l‰ ŸÃ ®‡ Ñ‰ÿ ⇣¨‹Ω»‰.
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