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Abstract—Friend recommendation is one of the primary func-
tions in social networking services. Suggesting friends has been
done by calculating node-to-node similarity based on topological
location in a network or contents on a user’s profile. However,
this recommendation does not reflect the interest of the user.
In this paper, we propose a friend recommendation problem
in which the source user wants to get more attention from
a special target. The goal of our friend recommendation is
finding a set of nodes, which maximizes user’s influence on
the target. To deliver this problem, we introduce information
propagation model on online social networks and define two
measures: influence and reluctance. Based on the model, we
suggest an IKA(Incremental Katz Approximation) algorithm to
effectively recommend relevant users. Our method is compared
with topology-based friend recommendation method on synthetic
graph datasets, and we show interesting friend recommendation
behaviors depending on the topological location of users.

I. INTRODUCTION

People use social networking services such as Facebook,
Twitter, and Instagram extensively. Almost a billion users are
active on such applications, on a daily basis. Several of these
users send friend requests to others. One of the most important
features of any social networking services is the ability to
suggest friends [1], [2]. Each application uses its own algorithm
to suggest probable friends to a user[3]. For example, an
application might suggest people belonging to a group recently
joined by the user, or people related to the user's current job
or school. Although these recommendations help the user to
form connections within their groups, or to suggest people
that he/she probably knows, the results are not meant to help
the connection between the user and his/her special target.
In this paper, we propose a friend recommendation algorithm
for scenarios in which the user wants to get more attention
from a special target. Therefore, we intend to suggest friends
who can facilitate information flow from the source to the
target. For example, if a source node and a target node are
not directly connected, suggesting intermediate nodes facilitate
communication between them. Additionally, by suggesting the
target’s neighboring nodes to the source node, we can increase
the possibility of a direct connection. Figure 1(b) shows the
probable changes to friend suggestions where a system catches
a user’s willingness to get more attention from the target.

Before tackling the recommendation problem, we model
the process of information diffusion through social networks
in which an article is shared with direct neighbors of an author,
and propagates over the corresponding two-hop neighbors
by sharing activities. Among the posts that the target node
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ering a target user target user

Fig. 1. Two concepts of friend recommendation

receives, there might be some posts that originated from the
source node, which we define as the source node’s influence
over the target node. And we formulate a node suggestion
problem in online social networks. The main objective is to
maximize influence gain by establishing new connections and
each recommendation should meet the reluctance threshold.

To solve this problem, we propose an algorithm called
Incremental Katz Approximation(IKA). In this algorithm, we
first decrease the candidate set size, and then apply Monte-
Carlo simulation to approximate the influence value. Using
the approximation result, we update the random diffusion and
calculate the influence by taking into account the effect of a
new edge. Through experiments, we measure the performance
of the proposed algorithm against non-incremental greedy
algorithms and topology-based recommendation algorithms
using synthetic networks. Additionally, we interpret the rec-
ommendation result by changing the topological location of
the source and target node.

We summarize our contribution as follows:

The problem: We suggest a friend recommendation
problem in online social networks in which a user
wants to maximize his/her influence over a specific
target user.

Design a new measure: We define an influence mea-
sure and analyze the effect of having new connections

Performance: We design the IKA algorithm, which
incrementally approximates Katz centrality and proves
its performance over topology-based recommendation
algorithms.
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e  Discovery: We experiment with diverse settings and
interpret the characteristics of recommended nodes.

II. RELATED WORK
A. Friend Recommendation

There are two main friend recommendation approaches,
a topology-based approach and a content-based approach. A
topology-based approach exploits properties from the network
structure and calculates node-to-node similarities. The rec-
ommendation will be the node with the highest similarity.
Jaccard[4] and SimRank|[5] are well-known node-to-node
similarity measures. Zhao et al[6] proposed P-Rank, which
is the general version of structural similarity. And Leicht et
al[7] proposed a similarity measure viewed as a weighted
count of the number of paths having possible length between
two vertices. A content-based approach tries to recommend
items similar to those a given user has liked before. Collabo-
rative filtering is widely used in the content-based approach.
Comprehensive knowledge of the content-based approach and
collaborative filtering is covered in[8],[9]. Different types
of recommendation algorithms are used in different contexts.
Lo et al[10] developed a topology-based model to estimate
relationship strength by exploiting real message interaction and
Armentano et al[11] developed an unsupervised model in a
Twitter environment to identify users who can be considered as
good information sources. Yang et al [12] suggested an active
friending concept and developed an algorithm to maximize
acceptance probability.

B. Approximation and Incremental Algorithm for Centrality

Kas[13] dealt with incremental algorithms on closeness,
betweenness, and k-centrality. In order to compute those in-
crementally, the only information needed is the all-pair shortest
path. Okamoto et al [14] combined existing methods on calcu-
lating exact value and approximate value of close centrality and
efficiently find top-k vertices. However, methods in [13], [14]
cannot be adapted to the Katz centrality since it is a variant
of eigenvector centrality. As a result, the calculation requires
computing all centrality values for all vertices, although we
only need top-k values. However, Bahmani et al[l5] ana-
lyzed the efficiency of Monte-Carlo methods for incremental
computation of PageRank [16], personalized PageRank [17] on
evolving social networks.

III. PROBLEM DEFINITION

In this section, we introduce our social network model
and formulate a k-node suggestion problem to derive the
best recommendation result. First, we introduce our informa-
tion propagation model in online social networks and define
influence and reluctance between two vertices. Second, we
formulate the k-node suggestion problem. The main goal of
this problem is to find the set of nodes, which maximizes
influence on the target node.

A. Information Propagation Model

We focus on online social network environments wherein
each individual has his/her own feed that displays recent
articles of its neighbors. We observed the following four
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information propagation principles. First, an article uploaded
by a source node appears on its neighboring node’s web feed
without any action. Second, an article can be propagated to
friends of friends through sharing actions. Third, people can
receive an article several times due to the multiple sharing
actions by different neighbors. Last, every node can act as a
source node and an intermediate node at the same time. With
these principles we define the influence measure.

Definition 1: (Influence) Let rs; is the number of articles
that n; received from the network with a single uploading node
ns. By considering that every node has an uploading behavior,
then the probability of n,’s articles covered in n,’s feed is:

_ T'st
Zs Tst

Lemma 1: Assume that the only individual who upload its
post is the source node ng. Let S is the set of all walks from
ns to target node n;, and length,, is a length of each walk
w. By having fixed sharing probability p,, then the expected
number of articles that n; received is:

_ length., —1
Tt = Z 2
st weS Ps ( )

Theorem 1: By considering ps as an attenuation factor of
the Katz centrality, we can represent influence Iy, by using
Katz centrality and personalized Katz centrality.

I, — CPKatz(t)
ot OKatz (t)

Iy ey
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Then, we model the reluctance between two individuals.
The concept of reluctance is awkwardness between two nodes.
If two users have high reluctance each other, friend request
might not be accepted. To sum up this idea, we define reluc-
tance as negative exponential to Adamic-Adar similarity [18].

Definition 2: (Reluctance) Let p;; is the reluctance be-
tween the two nodes n; and n;, and I'(4) is a set of neighbors
of node n;. Then p;; is defined as:

pij = e—sim(i,j) (4)
where

1
S’Lm(laj) Zner(i)ﬂr(j) 10g|r(n)| ( )

B. Node Suggestion Problem

In this paper, we consider the network with a specific target
in which the source node ns wants to maximize its influence
over a specific target n;. To solve this issue, we suggest
relevant friend recommendations to increase the information
flow from n, to n,. More specifically, we want our suggestions
to naturally control the portion of a source node’s articles that
the target received. Increasing the influence by recommending
nodes is not a trivial problem. Intuitively, we can think that
increases by having another connections from ng to interme-
diate node n;. However, information flows from other nodes
to n; also increase by having those connections. And there
is another issue. If we only consider influence maximization,
then the friend recommendation algorithm might suggests n;
directly or only suggests the nodes which are located next
to n;. However, those nodes are not close with n,. So, we



have to consider that the suggestions are at least relevant to
the source node, which means that we need to consider the
reluctance between ns and our suggested nodes. Our node
suggestion problem aims to maximize the influence by having
k connections. And each recommendation would not exceed
the reluctance threshold. In this preliminary case, we set the
reluctance value as 1, which means that two users must have
at least a single mutual friend. The basic formulation of the
k-node suggestion problem can be represented as follows:

maximize I (G') — I4(G)

subject to  pg; < 1 1=1,...,k (6)

ceny

Symbols | Description

G Undirected Network, G = (V. E)

el Network after adding edges, G’ = (V, E + Eg)

S Ordered Set of k suggested nodes, S = {ni,na, ..., nx}

Eg Ordered Set of new connections by S, Eg = {e(ns,n1), e(ns,n2), ..., e(ng, ng)

1+(G) Influence of n, over n; in graph G

Psi Reluctance between n, and n; in graph G

TABLE 1.

SYMBOLS FOR THE PROBLEM

IV. PROPOSED ALGORITHM

In this section, we discuss the algorithm designed for
searching nodes, which maximize the source node’s influence
over the target node. Our algorithm Incremental Katz Ap-
proximation(IKA) follows a greedy approach which selects
nodes sequentially. In this algorithm we apply the novel
candidate reduction technique and approximate the influence
value incrementally.

A. Candidate Reduction

Our greedy approach suggests nodes sequentially, which
maximize the influence of each step. The algorithm halts if
no suggestion exists, which would increase the influence. In
order to find k suggestion sequentially, we need to compute
the influence value k times for all unconnected candidate
nodes at each round. As experiment network size becomes
larger, candidate size also grows proportional to the size of the
network. To reduce the problem size, we need to shrink the
size of candidates in order to lessen the total running time of
the algorithm. First, we have set the candidate set as two-hop
neighbors of the source node, since those nodes have at least
one mutual friend with the source node. This reduces the size
of the searching set from O(n) to O(d?). Second, we applied
gradual candidate reduction after each recommendation by
removing candidate nodes that do not increase Alg;. Since
we only require the best node on each recommendation, there
is little possibility that those non-beneficial nodes are selected
at the next recommendation among all candidates.

B. Influence Approximation

Since the influence measure can be represented using a
Katz centrality, we need matrix inversion to calculate Ig;.
So we approximate this value by Monte-Carlo simulation to
avoid the complexity. We found the possibility of Monte-Carlo
simulation on Katz centrality from the paper which analyzes
the efficiency of approximating personalized PageRank on an
evolving graph[15]. Unlike PageRank, articles can spread or
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disappear to multiple nodes in our settings. So we simulate
information diffusion according to our propagation model. For
the example of Katz centrality, we initialize I?; articles starting
from each node of the network. And we count X; which is
the total number of articles that pass through the target until
the simulation ends. We can approximate the Katz centrality
or information transfer rate from all nodes to target with:

Y st = Xe/nRy @

Then, we approximate the average number of source node’s ar-
ticles that the target node received. This is done by initializing
articles solely from the source node. Unlike the previous case,
a sufficiently large number of articles should be initialized from
the source node to approximate the value. By doing this, we
are able to get the personalized Katz centrality. For the target
node ny, Y; is the total number of articles pass through. If Ry
articles are initialized from the n,;, we can approximate 7
with:

P = Yi/Re ®)

Our measure for recommendation, influence of source node
over target, I, can be approximated by using (7) and (8).

Tst nY; Ry

I, = ~
! YosTst  XiRy

(€))

C. Incremental Update

In order to recommend a node, we have to recalculate an
influence value for all candidates considering that a new edge
is added to the network. As a result, substantial amount of
calculation overlap occurs if we recalculate Katz centrality
from the beginning. Here we refer to the previous random
diffusion result, and only calculate the extra part that is
affected by a new edge. Having another edge means that
information from the source node can flow to new neighbors
if the sharing condition is met. Therefore at each simulation
step, we check articles located at the end of the new edge.
If the sharing condition is met, another diffusion begins from
the two endpoints. The first part of the algorithm initializes
the new diffusion if there are existing articles available on
the two nodes affected by the new edge. The second part is
generating additional transmission for articles, which arrives
at two nodes at each iteration. And the last part is continuing
the random diffusion initiated by the effect of the new edge.
Using this incremental update, we can significantly reduce
the computation burden. In the same way, we can update the
influence value while there are existing beneficial users to
recommend. Algorithm 1 describes an overview of our method.
Since we adopt an approximation rather than the matrix inver-
sion for computing Katz centrality, and incrementally update
this value. We achieve our algorithm works on large networks.
Here, Vi, Ng(ns), N2 [ns] represents the candidate set, close
neighborhood of ng, and two-hop neighbor of ng respectively.

V. EXPERIMENTS

In our experiments we aim to answer the following ques-
tions:
Q1. How well can IKA solve our problem?
Q2. How do we determine the adequate simulation size to
achieve accuracy and speed at the same time?



Q3. How do recommendation results vary by changing the
topological location of source and target user and initial
connectedness?

Algorithm 1 INCREMENTAL KATZ APPROXIMATION(IKA)

Input: Graph G = (V, E), ns, ne, ps, R1, Ra, nlter
Output: Set of nodes S = {n;,,Niy, ..., Ny,
Approximate Cratz(t), Crratz(t)
Calculate Ig; using C'icqrz(t) and Cpgat.(t)
S={}
Vr = {}
Ve = NG2[ns] — Ng[ns]
while Als; > 0 do
Vi = {nc|Als < 0}
Find n,, = argmax Alg; by updating Is; for each new connection
ne €V
if Als; > 0 then “
G =G+ e(ns,ne)
S=54nc
Vo =Veo — Vg + NGQ[nS] — NG[ns]
Update Is¢ and its diffusion process
end if
end while
return S

e ol vl

—— e
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A. Implementation Details

The code for IKA has been written in Python NetworkX
module [19]. All experiment were performed on a PC with
Intel Core 15-4670 3.4GHz processor, 8 GB of main memory
and a 128GB SSD drive. Networks we use in the experiments
along with their descriptions are summarized in Table II.

Topology Node Edges Description
100 99
1,000 999 m=1 (m : number of edges
10,000 9,999 to attach from a new node
100,000 99.999 to existing nodes)
1,000,000 999,999
Scale-Free [20]
200 398 m=2
100 297
m=3
1,000 2,997
100 990
m=10
1,000 9,990
100 100
Erd6s-Rényi Random [21] degree = 1
1,000 1,000
TABLE II. NETWORK DESCRIPTION

B. Time Comparison

In order to compare the performance between exact influ-
ence calculation and Monte-Carlo approximation, we measured
the time for recommending ten consecutive nodes. We setup
the first five synthetic graphs in Table II, and set the source
node as a leaf node, and the target node as a hub node.
We set R1 = 1, Ry 10,000) regardless of the network
size. Based on the results, we found our algorithm IKA
to be fast and scalable compared to the greedy algorithms
with exact influence calculation. Figure 2(a) shows the time
comparison between IKA and two greedy algorithms. Red line
is a greedy algorithm without candidate reduction, influence
approximation and incremental update. And green line is a
greedy algorithm with candidate reduction. Then, we tried our
algorithm on graphs that have different densities. The results
are shown in Figure 2(b).
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Fig. 2. Time comparison

C. Error Analysis

Second we found that our approximation of Al is accu-
rate by comparing it with the exact calculation of Aly;. Here
we measure the influence gain for the first recommendation
in a scale-free graph by changing the number of initializing
articles for the Monte-Carlo simulation. We used nR;
R, = {100, 1000, 10000,100000}. And the relative error is
measured as

|ALy — E[ALy|
AIst
Figure 3(a) describes the relative error by increasing Ry(x-

axis) and nR;(y-axis), and Figure 3(b) describes Var(Alg)
by increasing R; and Rs.
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Fig. 3. Error analysis

From error analysis, we found that our algorithm guaran-
tees accurate friend recommendation with a sufficiently large
Ry. We also found that the approximations work well even
for the small size of R;. This experimentally shows that
findings of [15], [22] are valid in the case of Katz centrality and
influence. Selecting adequate size of R; and Ry is important
since running time also increases proportional to the number of
initializing articles. To achieve fast running time with accuracy
and stability, we select R; = 1, Ry = 10, 000 for the following
experiments.

D. Performance Comparison and Interpretation

We compared the performance of our algorithm with
topology-based friend recommendation with node-to-node
similarity measures. The performance measure of these ex-
periments is cumulative influence gain by having new connec-
tions. For the comparison, we implemented variation of node
similarity measures such as common neighbor, Jaccard [4],
SimRank [5]. For example, for the Jaccard(Target) measure, we



recommend nodes sequentially, which have the highest Jaccard
similarity with n; from the candidate set. For this experiment,
we used a scale-free graph with |V| = 200, |E| = 396 with
various settings. Figure 4(a) and 4(b) show the performance of
IKA and topology-based recommendation results with node-
to-node similarity measures. Figure 4(a) is the case in which
ns(leaf node) and n,(hub node) are initially unconnected, and
Figure 4(b) is the case in which ngs(leaf node) and n.(leaf
node) are initially connected.

Algy Algy

| Bosicase

KA
005 ]|~ Common NeighoorTargen o G [+ Com

tighborTarget)

0 H o 5 E) B E) o i o s B 5 B
Number of New Connections Number of New Connections

(a) Friend recommendation result (b) Friend recommendation result
(ngs,n¢ = not connected, ng = leaf, (ns,nt = connected, ng = leaf, ny =
n¢ = center leaf

Fig. 4. Performance of IKA over other algorithms

There are several aspects to check in these figures. To
begin, how cumulative influence changes by the first few
recommendations must be checked. More specifically, how
many steps are needed to achieve a the large leap on influence
gain must be checked. In the case of Figure 4(a), IKA connects
to the most influential node in the first few steps. As we know
that the leap occurs by connecting to the n; directly, we can
understand that recommendation before the big leap is the
process of indirectly exposing oneself to the target. And the
recommendation result after the big leap shows the behavior
of connecting to the target node’s neighbors. Figure 4(b) is a
special case in which the recommendation is refrained. Since
ns and n; are both leaf nodes and they are already connected,
generating more edges around the two nodes adversely affects
their information transfer. In contrast to the other experiment,
IKA stops after recommending a few nodes. Most other
algorithms completely fail in terms of increasing the influence
of the source node.

VI. FUTURE WORK AND CONCLUSIONS

In this paper, we propose the friend recommendation
problem and an algorithm on the social network environment
in which the user has a specific target node to maximize its
influence. We define the influence as how much effect the
source node’s post has on a target node’s feed. Additionally,
we formulate our problem by suggesting nodes one-by-one,
which maximize the influence score. From our model, we find
the influence value matches with a concept of Katz centrality,
and designed an algorithm to incrementally approximate it.
We test our algorithm on various networks and show that
our algorithm is able to suggest relevant friends in terms
of promoting information flow. We want to extend our idea
to more realistic settings in which all users in the network
have different posting behaviors and sharing probabilities, and
enable our algorithm to work on the problem having multiple
target users.
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